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Closed-form expressions

We first provide two technical lemmas that will be useful to obtain closed-form expressions for

® and p; and to derive comparative statics results on p;.
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Let K ={1,....,K}, 8 ={p,....,0k} and B a K x K matrix such that S '
B Bo - 1

Let M,;;(B) be the i,j minor matrix of B (i.e. we remove its i row and ;" column). In
particular, let BFV = M;;(B) . Let B,, be the matrix B to which we have replaced all values of

B by a. The matrix Bﬁz combines the two modifications to B.

Lemma 1. det(B) = Y o, (=115 (|S] — 1) TT ;.

jes
Proof. Consider K = {1,2}. Then, det(B) = 1 — 3,8, which is of the desired form.
Suppose now that IC = {1, ..., K'}. We proceed by induction. Suppose that we have shown the
result if |[C] = K — 1.
We have that

det(B) = det(B*\X) + Z_ Br(—1) det (Mg x(B)).

Notice that Mg_; x(B) contains a column of ax_;. Replace it by a column of 1 and move the
column in last position, moving all columns in position K — [+ 1 to K — 1 by one position to the

left, for a total of [ — 1 column inversions. Notice that this new matrix is B’;\—[z(,r We thus have
that det (Bﬁ\ffl) = (—1)""'Bx_;det(Mg_; ¢ (B)). Thus, we have
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where KX=! = KU{K + 1} \{K, K — 1}, Bk11 = 1 and where the last equality is by the induction
hypothesis.



Next, notice that if 5; = 1 for some ¢ € I, then

det(B) = > (-1 (s 115N 5
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Thus, we have

det(B) = > (~DF*(s|-1 ]
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where the second equality follows from the following argument: fix 7' € O\ K. Then, [] 5; appears

jer
in Z{:l Br_1 ZSCK\{KK—Z}(_D'S' [1 B; whenever we select [ = j such that K —j € T and
- ’ jES
S=T\{K —j} CK\{K,K —j}. Thus, [] 5; appears exactly |T| times. O
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Lemma 2. Suppose that K = {1,...,K}, B = {p1,.... 0k} and p; € [O, ﬁ] for all j € IC, then
det(B) > 0.

Proof. By Lemma 1, det(B) = > ¢ (— DISFL()S] — 1) T] B;- Notice that
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We first show that 1 — > gci\;ILjesB; > 0. Notice that since 3; < K T BiBy < . We
5|=2

have 2('5(__1%'), = (K_1)2(K_2) coalitions of size 2 in K'\i, thus ZS|§|IE§Z MesB; < (Kil)Q (K—l)z(K—Q) —
(K-2)
sy < -

We next show that Y sci 2mIlicsB; > > scev (2m + 1)ILiegB; for all m =1, ..., %

|S|=2m+1 |S|=2m+2
We want to use the fact that terms in the LHS contain a multiplication of 2m + 1 different 3;,



while on the RHS it is a multiplication of 2m+-2 different 3;. Take S such that |S| = 2m+1. Then
csubBi = WjesB; * B < Wjes Bz, s0 WjesuB;(K — 1) < Iljesf;. In other words, a term that
contains a multiplication of 2m + 1 different 3; can be use to cancel out (K — 1) terms containing
a multiplication of 2m + 2 different 3; (provided that they differ by a single /;).

We have @ +1(){§;(17);m72)! coalitions of size 2m + 1, each of them having a coefficient of 2m. We
have (K1)t

T2 (R —2m=3)! coalitions of size 2m + 2, each of them having a coefficient of 2m + 1. Thus,

to obtain our result,! we need

(K — 1) , (K — 1) om + 1
Cmt DK —2m -2 7 @m12lK —2m -3 K -1
(K—-1)(2m+2)2m > (K—-2m—-2)(2m+1)

which is obviously verified, as (K — 1) > (K —2m — 2) and 2m + 2 > 2m + 1.

Corollary 1. det(B) = ZSQK(—l)‘SHl (IS|=1) IT B; > 0.
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Proof. Lemma 1 allows us to obtain det(B) = X:Sgc(—l)‘S‘Jrl (|S| = 1) II B;, and Lemma 2 to

JjeS

obtain that det(B) > 0. O
We next find the closed-form expression of ), _-(—1)7+"M;;(B).

Lemma 3. For alli € IC,

S MB) = 3 (DI ((K ~ (8] - 1) 8+ 18] - D] 8 = A
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Proof. For j # i, apply the following modifications to M;;(B):

i) The matrix contains a column of 3;, that we replace by a column of 1. The modified matrix
will have a determinant that is 3; det(1M;;(B)).

ii) Move this column (which is in position ¢ if j > i and ¢ — 1 if j < ) to position i, moving all
columns in between by one position towards position ¢. This is exactly ¢ — 7 — 1 column inversions
if © > j and j — ¢ — 1 column inversions if ¢ < j. This change means that we have to multiply the
determinant by (—1)F=71=1,

!Formally, we also need to verify that we can pair terms on the LHS and RHS, with, in each pair, the term on
the left containing one less 3; than on the right. This verification is straightforward but space-intensive and is left
to the reader.



Notice that the modified matrix is exactly Bzcl\l Recall that M;;(B) = B\ Thus,

S (-1 My(B) = det(BFV)+ Y (—1)7+(=1) 1715, det(B])")

JjeK JEK\L
= det(B*V) — 8; > det(B])")
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where K! = KU{K + 1}\ {i,j} and Br41 = 1. We can then simplify to

(=1 MB) = (= (s - D ] 8 (1)
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where equation (2) comes from the fact that a coalition T" appears in the second line of equation
(1) whenever i ¢ T'and S =T, so K —|S| — 1 times. O

We want to transform BY = N into Y = B™'N = adj(B)N. For p! we need to sum the
" column of the adjoint matrix only, which is Y ,(— ) +"M ;(B) = A,.

Theorem 2. ¢ (ny,...,ng, N1, ..., Nk, b1, ..., Bg) = <det(B ) ZJGSA (N; —nj) and pf = 1—#@
for all i € K.

Proof. Follows from Corollary 1 and Lemma 3. m



Comparative statics
Notice that for all i € N,

det(B)— A, = Y (-1 - K)5]]5
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Given that K > 1 and that it is easy to verify that » g (— DISITT B; > 0 for B; € [0, 2],
- jeSs

we have that det(B) — A; > 0 (except in the cases K = 1, and/or 3; = 0).

Theorem 3. For alli € K and 3; # 0 )
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Proof. We have that

Jd(det(B) — A;) 0 det(B)

op; (det(B))? = det(B) — (det(B) — A;)
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Therefore:
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We have that 5det(B
det(B) — ;g ) _ det(Byo) > 0.

Thus,
op;

9B

(det(B))? = (det(B) — 4;)5; <det(B) _ @adet(B)) > 0.
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Theorem 4. For alli,j € K and 5; # 0 < 0.
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Proof. We have that

Ip; o O(det(B) — 4)
55, (@etB)’ = 55, det(B) — (det(B) — A;,) 2]
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We next show that all terms containing /; cancel out within the bracket. Fix T.7" C KC\i, j

and consider the term £, [[ 5 [[ G- It appears in four different conditions:
leT  leT

i)ifin%S T and in det(B), S=T"Uj:
the associated coefficient is (—1)IT1H+1 s (—D)IT'HIHL (1T + 1 — 1) = (—1)THTH1 |1 77]

if) if in 294EA) S — 7" and in det(B), S =T U ;

the associated coefficient is (—1)/7"H+1 5 (=D)ITHIFL (1T 41 — 1) = (—1)THITH1 7|

iii) if in (det(B) — 4;), S =T U j and in 8d6t(B) ,S=T1":

the associated coefficient is (—1)I71+! % (— )'T' (|T’|) (=D)ITHT I 77|

iv) if in (det(B) — A4;), S =T7"Uj and in =57 adet , S =T:

the associated coefficient is (—1)I7" 11 % (— )‘T| (]T\) (= DT 7|

Given that the coefficients in iii), iv) are subtracted from those in i), ii), they cancel out.

Finally, fix T, 7" C K\i,j and consider the term 3;5; [[ 8 [ 5. It appears in four different
leT  leT’
conditions:

i) if in %;3_’4”, S=Tand indet(B), S=T"Uj:
the coefficient associated is (—1)IT« (=1)T'+1 (—(|T'| + 1)) = (=D)ITHTI(|T"] + 1)
ii) if in 2944 S = 7" and in det(B), S =T U ;

the coefficient associated is (—1)IT"1 « (=1)7+1 (—(|T| + 1)) = (=1)THTI(|T| + 1)
iii) if in (det(B) — 4;), S=TUj and in 8det(B ,S=T1":

the coefficient associated is (—1)I71+1 % (— 1)|T' ( (T'] + 1)) = (=)THTI(T] + 1)
iv) if in (det(B) — A4;), S =T7"Uj and in =55 adet , S =T:

the coefficient associated is (—1)IT" 1 % (— 1)‘T| (—(IT| + 1)) = (=D)/THTI(|T| + 1)

Again, it cancels out.



Given this simplification, we can then rewrite equation (3) as follows:
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given that ; € ( ,KT] and K > 1. O



